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The widyr package
Pairwise correlations, clustering, and dimensionality 

reduction in the tidyverse 



The tidyverse makes many data explorations fluid 



Example: the gapminder dataset of country statistics



“Find the average life expectancy per year”



“Plot the average life expectancy per year”



“Find the slope of increasing life expectancy by country”



…

“How is each country’s life expectancy correlated with each other?”



“How is each country’s life expectancy correlated with each other?”



How pairwise operations work



dplyr is well suited for “aggregate within groups”
country year lifeExp



dplyr is well suited for “aggregate within groups”
country year lifeExp

group_by %>%

summarize

country [aggregation]



country year lifeExp

pairwise_ operations compare each pair of items



country year lifeExp

item1 item2 [comparison]

pairwise_

pairwise_ operations compare each pair of items



Correlations in R are traditionally done on matrices



Me working with any 
data format that’s 

not a tidy table



The widen-operate-retidy pattern
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The widen-operate-retidy pattern



The widen-operate-retidy pattern

Input is tidy Output is tidyMiddle is “wide” matrices



pairwise_ operations compares pairs of items
country year lifeExp

An “item” is what 
you’re comparing

ite
m

feature



A feature is the second dimension, that links observations together

ite
m
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A feature is the second dimension, that links items together
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Pairwise example: 
United Nations voting



United Nations voting data



United Nations voting data

1: Yes 
0: Abstain 

-1: No



United Nations voting data

Roll call ID (rcid) is our “feature”: 
How we know which pairs of votes to compare



What countries agree/disagree with each other?



Pairwise correlations of votes



Pairwise correlations with the United States



Highest/lowest correlations with the United States



Highest correlations faceted by country



Highest correlations faceted by country

widyr



Highest correlations faceted by country

dplyr



Highest correlations faceted by country

ggplot2



Pairwise example: 
Word co-occurrence



Adapted from Training, Evaluating, and Interpreting Topic Models by Julia Silge

Hacker News titles

https://juliasilge.com/blog/evaluating-stm/
https://juliasilge.com/blog/evaluating-stm/


Tokenizing Hacker News titles with tidytext



Pairwise co-occurrences of words

Phi coefficient

https://en.wikipedia.org/wiki/Phi_coefficient
https://en.wikipedia.org/wiki/Phi_coefficient


Pairwise co-occurrences of words



Network plots with tidy graph + ggraph



Network plots with tidy graph + ggraph

Web Development

Politics

ML



Other pairwise operations in widyr
• pairwise_count How often do these two items appear together?


• pairwise_dist Euclidean/Manhattan/etc distance


• pairwise_similarity Cosine similarity


• pairwise_pmi Pairwise mutual information


• pairwise_delta Calculate Burrows delta (for authorship attribution)



Widely example: 
clustering + dimensionality reduction



The widen-operate-retidy pattern is very flexible

Input is tidy Output is tidyMiddle is “wide” matrices



K-means is a classic approach to clustering



ite
m
feature

cluster

cluster

ite
m

Clustering is an example of a “wide” operation



widely_kmeans performs clustering on tidy data



widely_kmeans performs clustering on tidy data



• widely_kmeans K-means clustering


• widely_hclust Hierarchical clustering on distances


• widely_svd Singular value decomposition for dimensionality reduction

widyr (development) offers three widely_ functions



ite
m

feature

SVD

cluster

ite
m

Dimensionality reduction + clustering

k-meansite
m

feature



Dimensionality reduction + clustering



Describing voting blocs through clustering



Conclusion



-Hal Abelson

“No matter how complex and polished the individual 
operations are, it is often the quality of the glue that 
most directly determines the power of the system.”



Once “wide” operations are atomic actions, you can do a lot with a little code
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